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ABSTRACT 
 

Aim: In this paper, the emphasis was on improving the automatic speech recognition of Tamil 
speech by applying syllable and phoneme as a sub-word unit. Agglutinative complex words in 
Tamil are described by showing their element in the building of the sub-word such as the syllable 
and the phonemes. This present study used the Hidden Markov Model (HMM) based speech 
recognition system that was created using CMU Sphinx speech recognition toolkit. An effective 
consonant-vowel six-segment (CVS-6) algorithm was designed to syllabification of the Tamil 
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isolated words and experimentally investigated its speech recognition accuracy. The database 
used in this study was designed using a maximum of 160 isolated words, representing 430 
syllables and 216 unique syllables.  
Results: Through the experiment, the syllable-based model achieved a mean recognition rate of 
93.84 (standard deviation, 5.02) compared to 91.37 (standard deviation, 6.26) achieved by a 
phoneme-based model.  
Conclusion: It was concluded from this research that the syllable-based model using the CVS-6 
algorithm is a good choice and can be used in the development of sub-word modelling of isolated 
words, which is an effective sub-word modelling of medium and large vocabulary ASR Tamil 
language. 
 

 

Keywords: Hidden Markov model; phoneme-based; syllable-based; ASR; Tamil language; 
Consonants Vowel Segmentation-6 Algorithm. 

 

1. INTRODUCTION 
 

Automatic Speech Recognition ASR has 
developed years of progress, including the 
successful introduction of commercial speech-
based applications. Speech recognition requires 
that the speech waveform to be segmented into 
basic acoustic units. The word is the ideal and 
the usual unit of speech because ultimately it is 
the word that one tries to recognise. The 
dissemination of words in Tamil differs from other 
languages. It shows an agglutinative 
characteristic that makes up a large number of 
words as well as the size of the words. However, 
there are still unresolved problems in the speech 
recognition research community, one of which is 
how to design the internal structure of the words 
(sub-word). In most languages, the word is 
represented by the phonemes and the syllable 
sub-word unit. For ASR research work, each of 
these sub-word units is designed, parametrised 
and trained. This research highlights the 
modelling of the phoneme and syllable as a sub-
word unit for Isolated Word Speech Recognition 
(IWSR) for the Tamil language and compares the 
effect of sub-words modelling to the rate of 
recognition. 
 

1.1 Tamil Language 
 
Tamil is one of the Dravidian language family, 
spoken by about 77 million people around the 
world, making it the 15th most widely spoken 
language [1]. It has been known as a common 
language in southern India, Sri Lanka, Malaysia 
and Singapore and has been widely spoken in 
the northern and eastern parts of Sri Lanka, 
where it has been recognised as an official 
language. There is some dialectic variation in Sri 
Lanka, with different speech patterns in rural 
areas of Nuwara Eliya, the northern regions of 
Jaffna and in the eastern parts. 

1.2 Tamil Phonology 
 
The phoneme is a small and fundamental unit of 
a speech. Tamil is a phonemic script. Tamil 
character sets include 12 vowels (V), 18 
consonants (C), 216 compounds (VC) and a 
secondary character called Aythm. There are 
247 characters in the standard Tamil alphabet. 
An allophone is an alternative sound to the 
standard phoneme. Including all allophones, the 
Tamil language has nearly 100 sounds [1]. The 
Tamil language phonology is characterised by 
the special feature existing in retroflex 
consonants and multiple rhotics. Special features 
in Tamil phonology include retroflex consonants 
and multiple rhotics [2]. 
 

1.2.1 Vowels and consonants 

 
Tamil uses 12 vowel sounds, as shown in Table 
1 [3]. Depending on the relative position, the 
expressions of the vowels are different. There 
are 18 basic consonant characters in the Tamil 
language. Considering these allophones [3], 
Tamil has approximately 25 distinct consonant 
phonemes (Table 2). The nasal consonants ங ஞ 
ண ந ம and ன are pronounced differently 
depending on the situation in which they occur, 
and this is illustrated in Table 2. 
 

1.2.2 Problem of isolated words in Tamil ASR 
 
Tamil word pattern explained by one of its 
parameters as a size of the word. Literacy in 
Tamil, the word is the basic unit of construction 
of long sentences. Tamil is a language 
intertwined with agglutinative inflectional 
morphology and morphophonology, where words 
are formed by combining a series of phonemes 
[4]. This means that the word may consist of 
many phonemes. This makes the challenges of 
defining complex word boundaries in ASR to the 
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Tamil language. As a result, a large data set is 
needed to train the audio model. One way to 
address this is to implement effective sub-word 
modelling. In this paper, the success of sub-word 
modelling, using phonemes and syllables was 
investigated in recognition of complex Tamil 
words. These complex words are frequent in the 
huge Tamil corpora. Agglutinative inflectional 
morphology, means that words combined the 
same root word with different prefixes and 
suffixes [4]. An example the verbs in Tamil form 
inflectional variations (Table 3). Two meaningful 
words are combined to form new words called 
morpho-phonology, where words are modified by 
deleting, inserting, or substitution of letters at the 
word boundary to form a new word, widely used 
in Tamil [4] (see Table 4). 
 

1.3 Related Work 
 
In the late 1970’s, Itakura [5] performed speech 
recognition by calculating the prediction residual 
for 200 words. Myers et al. [6] proposed a level 
building Dynamic Time Wrapping (DTW) 
algorithm for connecting word recognition. 
Wilpon et al. [7] developed an automatic English 
word recognition using HMM. Many ASR 
research works in Indian languages have also 
focused on a syllable as a unit of speech. 
Thangarajan et al. [8] proposed a syllable-based 
continuous speech recognition in Tamil, 
attempting to solve the problem of “out of 
vocabulary” in Tamil by using the prosodic 
syllable as a sub-word unit for acoustic training. 
The proposed syllable-based model outperforms 
by 10% compared to the baseline triphone 
model. Radha et al. [9] proposed an isolated 
word speech recognition system for Tamil 
spoken language using backpropagation neural 
network based on the LPCC features that 
achieved a Mean Square Error (MSE) of 0.00515 
/ 0.01. Ganapathiraju et al. [10] presented the 
first successful, robust LVCSR system that used 
a syllable level acoustic unit in telephone- based 
spontaneous speech. The paper is concluded 
with a syllable-based system that will perform 
better than the existing tri-phone system. 
Sundarapandian et al. [11] suggested syllable-
based continuous speech recognition of the 
Tamil language. The Modified Group Delay 
Function with Gammatone Cepstral Coefficients 
(MGDF-GWCC) are used to extract the feature 
from the acoustic signal, and these features are 
efficiently classified by Deep Neural Network with 
HMM (DNN-HMM). The IIIT-H Indic database 
was used to measure the system performance. 
Sakthi Vel [12] investigated the supra-segmental 

feature in the continuous speech of the Tamil 
language. The audio segmentation based on the 
fundamental frequency measurement and energy 
level functions provided promising results. In this 
research, manually segmenting and annotating 
the isolated word by analysing short-term energy 
spectrum analysis of voice signals were used as 
shown in Fig. 1. By analysing the formant 
frequency of the spectrum syllable boundary can 
be identified and labelled manually. 

 
Table 1. Position and symbol of Tamil 

phonology 
 

S. no Vowels Example 
1 அ அ�மா 

2 ஆ ஆ��ல� 

3 இ இ�ப� 

4 ஈ ஈ�� 

5 உ உ�ைம 

6 ஊ ஊ�க� 

7 எ எ�ப� 

8 ஏ ஏ�ைம 

9 ஐ ஐ�ப� 

10 ஒ ஒ��ைம 

11 ஓ ஓைல 

12 ஒள ஔடத� 

 
Table 2. Tamil consonants 

 

S. no Consonants IPA Example 

1 க k கைல 

2 க g அ�ேக 

3 க h பக� 

4 ங ŋ ம�ைக 

5 ச tʃ அ�ச� 

6 ச s சாைல 

7 ச j க�� 

8 ஞ ɲ ஞான� 

9 ட ʈ ெதாட�� 

10 ட ɖ ப�ட� 

11 ண n வண�க� 

12 த t̪ பாத� 

13 த d̪ ��தக� 

14 ந ɳ ந�� 

15 ப p பாத� 

16 ப b அ�ப� 

17 ம m ம���வ� 

18 ய j யாசக� 

19 ர R அரச� 

20 ல l இல�ைக 

21 வ v வைட 

22 ழ L அழ� 

23 ள ɭ �ள� 

24 ற r �ற� 

25 ன N கானக� 
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Table 3. Example of agglutinative (inflectional variations) word formation for tense markings 
 
No English Tamil 

Noun Verb Noun Verb with tenses 
Past Present Future 

1 I Went நா� ெச�ேற� ெச��ேற� ெச�ேவ� 

2 You Went � ெச�றா� ெச��றா� ெச�வா� 

3 They Went அவ�க� ெச�றா�க� ெச��றா�க� ெச�வா�க� 

4 He Went அவ� ெச�றா� ெச��றா� ெச�வா� 

5 She Went அவ� ெச�றா� ெச��றா� ெச�வா� 

 
Table 4. Examples of morpho-phonological word formation 

 
Example Two words Combine to form one new word 
Deletion க�ைம + �� க��� 

Insertion மாைல + ெபா�� மாைல�ெபா�� 

Substitution ெபா� + ெகா�ல� ெபா�ெகா�ல� 

 

2. MATERIALS AND METHODS  
 
The ASR system for recognising the Tamil 
language speech that has been used in all of the 
experiments on the ASR architecture has been 
described in Fig. 2. The system is based on 
HMMs using CMU Sphinx tools. The Sphinx is a 
portable toolkit for building and manipulating 
HMMs [13]. Sphinx tools are primarily used in 
speech recognition research developed by the 
speech group at Carnegie Mellon University in 
the United States of America. The data was 
sampled at 16 kHz. Frame features were 
extracted to reduce the amount of information in 
the input signal. 39 Mel-frequency cepstral 
coefficients MFCCs were extracted at a frame 
rate of 10 ms using a 25 ms Hamming window. 
Satori et al. [14] and Abushariah et al. [15] 
investigated ASR system for the Arabic language 
using CMU Sphinx tools to build a speech 
recogniser and a language model for the Arabic 
language. 
 

2.1 Text Segmentation into Phonemes 
and Syllable 

 
In the Tamil language, continuous speech is 
formed by combining the words into sentences. 
Most of the speech recognition system uses 
phonemes as a sub-word unit. This research 
used 37 phonemes to represent the entire 
database in isolated words (Tables 1 and 2). 
These phonemes were used in the tri-phone 
based acoustic training model. The HMM applied 
Gaussian mixture observation densities to solve 
the acoustic variation between the different 

existences of the same grapheme. In the 
different context, the same grapheme may be 
pronounced differently in words, as articulation is 
influenced by adjacent phones (Table 2). This 
explains the acoustic variability in the basic 
phonetic units is large and not well thought out 
for many languages.  
 
Bahl et al. [16] described that, in such contexts, a 
word-based model performed significantly better 
than a phoneme-based model in dynamic time 
warping (DTW). Therefore, a phoneme-based 
model may not always be optimal when 
addressing highly context-sensitive language 
[17]. A syllable is an alternative sub-word unit 
that may be smaller than a word or larger than a 
single-phoneme. A syllable usually extends to 
several phonemes, making them easier to 
recognise in a speech signal [18]. However, 
defining a syllable is challenging in the Tamil 
language, as different languages have different 
rules of segmentation. The key is to define the 
syllable boundaries to form a syllable from the 
speech signal. In the short energy spectrum 
analysis, the formant value can be used to 
identify the boundary approximately [4]. This 
study introduced a simple solution for the 
segment of the Tamil text into syllable a 
consonant-vowel six-segment (CVS-6) algorithm 
for syllabification. In the short energy spectrum 
analysis (Fig. 1), formant value of the energy 
spectrum is shown to be almost co-extensive 
with a syllable segment represented by the CVS-
6 algorithm (Fig. 3). Whole isolated words were 
used in this research segmented by this 
algorithm described in detail (Fig. 4) 
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Fig. 1. Waveform and spectrogram analysis of complex word அைடயாள�க� showing four 
syllable regions 

 

 
 

Fig. 2. ASR system for Tamil isolated word [4] 

 

 
 

Fig. 3. Proposed CVS-6 syllabification algorithm 

Count word length = n, Position of letter = P 
For i = 1 to n do 
 If Pi = V AND Pi+1 = CV, Then       //Condition1 

Check Pi+2,    //Condition2 
If  Pi+2 = C, Then   //Condition3 
 Pi+1, Pi+2 is a Syllable [CV.C] //Statement1 
Else  
 Pi, Pi+1 is a Syllable [V.CV] //Statement2 

Else If Pi = V AND Pi+1 = C, Then //Condition4 
Pi, Pi+1 is a Syllable [V.C] //Statement3 

Else 
Pi is a Syllable [V]  //Statement4 

 If  Pi = CV AND Pi+1 = C  //Condition5 
Check Pi+2,    //Condition6 

If P i+2 = C, Then   //Condition7 
Pi, Pi+1, Pi+2 is a Syllable [CV.C.C]  

//Statement5 
Else 

Pi, Pi+1 is a Syllable [CV.C] //Statement6 
Else 

 Pi is a Syllable [CV]  //Statement7 
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Example அ ைட யா ள � க � 

 V CV CV CV C CV C 
 Pi Pi+1 Pi+2 ………………. 

 
Pass1 Condition1 – True, Go to  

Condition2 – False, Execute Statement1, 

[அ ைட] 

 
Pass2 Condition1 and 5 – False, Execute 

Statement7, [யா] 

 
Pass3 Condition1- False, Condition 5 and 6 -True 

Execute Statement6, [ள�] 

 
Pass4 Condition1- False, Condition 5 and 6 -True 

Execute Statement6, [க�] 

 
Fig. 4. Explains the text segmentation of Tamil isolated complex word (அைடயாள�க�) using 

CVS-6 segmentation algorithm 
 
Table 5. Examples of Tamil words and its syllable constituent segmented by CVS-6 algorithm
  
Words Syllable (V, CV, V.CV, CV.C, V.C, CV.C.C) Syllable Count 
அ�ண� அ�, ண� 2 
சேகாதர� ச, ேகா, த, ர� 4 
ெப�ய�மா ெப, �, ய�, மா 4 
ெவ�காய� ெவ�, கா, ய� 3 
ம���வ� ம, ��, �, வ� 4 
ெத��ழ�� ெத�, �, ழ�, �, 4 
���த�ப�ட� �, ��, த�, ப�, ட, � 6 
���ப��ன� �, ��, ப�, �, ன�, 5 
ஆேரா��ய� ஆ, ேரா�, �, ய� 4 
உ�தர��டா� உ�, த, ர, ��, டா� 5 
அைடயாள�க� அைட, யா, ள�, க� 4 

 
2.2 Performance Evaluation  
 
Recognition rate given by Word Error Rate 
(WER) of the trained HMM is defined as follows: 
 

��� =
� + � + �

�
 

 
Where,   
 

S  is the number of substitutions, 
D  is the number of deletions, 
I    is the number of the insertions, 
N  is the number of words in the reference. 

 
OR word accuracy (WAcc) is calculated as 

 

���� =
�������

�
 = 1- WER  

2.3 Database 
 
The isolated word form was used to train the 
acoustic model to recognise isolated words. To 
test the objective of the sub-word effect in 
recognising isolated word speech in Tamil, a 
special database was built. The data were 
collected and analysed using the following steps. 
About 160 isolated words from the Tamil 
language were selected to train the acoustic 
speech model. These were collected from 
primary school textbooks, newspapers, articles, 
novels, and magazines. 
  
The collected words were then organised into a 
batch system from Test1 to Test 8 (Table 7) for 
training and testing the acoustic model. These 
words were uttered by a single native speaker 
(age 32 years) and recorded. Each word was 
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clearly articulated. The recording was performed 
under the conditions described in Table 6. 
Audacity software tools were used for recording 
and editing, as it is a powerful and sophisticated 
tool that allows speech segmentation and noise 
removal while maintaining speech parameters. 
The speaker recorded 160 isolated words. Each 
word was pronounced three times, and the most 
obvious version was chosen. The isolated word 
speech data were used in Experiments 1 and 2. 
The two sub-word methods were compared to 
assess their suitability for Tamil automatic 
speech recognition system development. 

 

Table 6. Speech files parameters 
 

Parameter Value 
File type mswav 
File Extension wav 
Sampling Rate 16 KHz 
Depth 16 bits 
Mono / Stereo Mono 
Feature file extension mfc 

 

3. RESULTS AND DISCUSSION 
 
To evaluate the recognition accuracy of the 
syllable-based and phoneme-based sub-word 
model, the experiments used open source CMU 
Sphinx speech recognition toolkit. In this paper, 
two experiments were designed to evaluate the 
performance of the sub-word modelling of 
speech recognition. The first was the phoneme-
based modelling of IWSR and the second was 
the syllable-based modelling of IWSR. 
 

3.1 Experiment 1 (Phoneme-based 
Modelling of IWSR)  

 
In this experiment, the selected words were 
segmented into the phoneme-based sub-word 
model (see Table 5). The acoustic training was 
done using a context- dependent or triphone-
based isolated word modelling. The training was 
conducted one by one, and each batch of 
training data was tested with the recorded test 
data, as shown in Table 7. The experimental 
results are listed in Table 7. The scatter diagram 
in Fig. 5 shows the total presentation of the 
phoneme-based sub-word model. The mean 
speech recognition rate was 91.33%, with a 
standard deviation of 6.25%. A strong correlation 
can be observed between an increase in the size 
of the training database and a decrease in the 
recognition rate. The study assumes that this 
reflects the distribution of complex words in the 
test data set.  

3.2 Experiment 2 (Syllable-based 
Modeling IWSR)  

 
The second experiment dealt with the recognition 
of agglutinative complex words in the Tamil 
language. The acoustic model was trained and 
tested, and the results were briefed in Table 7. 
This experiment used isolated words and spoken 
speech data as experiment 1 but was segmented 
by the CVS-6 syllable-based sub-word model. 
Training was conducted in a context- dependent 
model based on isolated word modelling. The 
training was conducted one by one, and each 
batch of training data was tested with the 
recorded test data, as shown in Table 7. The 
experimental results are listed in Table 7. The 
scatter diagram in Fig. 5 shows the total 
presentation of the syllable-based sub-word 
model. The mean recognition rate was 93.85%, 
with a standard deviation of 5.02%. As can be 
seen from Fig. 5, a strong correlation was again 
observed between an increase in the size of the 
training database and a decrease in the 
recognition rate. 
 
At present, some work has focused on 
developing a syllable segmentation algorithm in 
splitting text and speech. The syllable segmented 
from the text was determined using the 
syllabification algorithm, and the characteristic 
portion of the formant spectrum value in the 
speech signals. Unlike the algorithm that placed 
the boundaries of the syllable in the speech 
spectrum, these syllables were similar to a 
syllable in the transcripts. The first method of 
syllable segmentation followed this study. 
Jasleen et al. [19] developed a medium 
vocabulary commonly used in English word 
recognition in Indian English language speech 
recognition system, using HMM attained 85% 
accuracy in words for speaker independent. 
Venkataramana et al. [20] developed a speech 
recognition system using HMM and achieved 
81% accuracy in an independent speaker. In this 
study, the Telugu morpheme was used as a 
basic sub-unit of the word for acoustic modelling. 
A morpheme is a unit smaller than a syllable, but 
larger than phoneme and the phonetic rules of 
the Telugu language is different from the Tamil 
language. Akila et al. [21] used time 
normalisation and speech rate to improve the 
performance of syllable-based Tamil language 
speech recognition. The rate of the speech 
depends on the syllable-based Tamil speech 
recognition system. The formant value of the 
character used to segment the syllable. The 
database used in this study was 200 syllables,
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Table 7. Tamil speech recognition rate of syllable-based and phoneme-based model  
 

Decode attempt No of 
training 
word 

No of 
decoding 
word 

Recognition rate 
% phoneme 
(Exp. 1) 

Recognition rate 
% syllable 
(Exp. 2) 

Test 1 60 15 80.00 100.00 
Test 2 120 30 100.00 100.00 
Test 3 180 45 86.67 93.33 
Test 4 240 60 95.00 95.00 
Test 5 300 75 96.00 96.00 
Test 6 360 90 93.33 92.22 
Test 7 420 105 91.40 87.62 
Test 8 480 120 88.24 86.55 
Mean 91.33 93.85 
Std.Div 6.25 5.02 

 

 
 

Fig. 5. Scatter diagram explains observation of phoneme and syllable-based speech 
recognition rates again the size of training data 

 
and four speakers for training. The baseline 
showed the accuracy of 70% and the proposed 
model accuracy of 74%. The study was 
maintained an average speech rate, and the 
slower rate of speech determines the syllable 
boundaries. 
 

4. CONCLUSION 
 
This research compared two approaches to sub-
word modelling for spoken isolated Tamil word 
recognition: phoneme and syllable modelling. 
The conventional phoneme-based model has 
faced challenges of recognising agglutinative 
complex words in isolated word speech. The 
study proposed a novel CVS-6 algorithm for 
syllable segmentation of the Tamil text corpus. 
From the experimental results, the syllable-based 
sub-word model showed a mean recognition rate 
of 93.48% and standard deviation of 5.02%. The 
phoneme-based showed a mean recognition rate 

of 91.33% and standard deviation of 6.25%. 
Overall, the proposed syllable-based model 
produced an improvement of 2.05% in 
recognition. The recognition speed is slower, 
because of the large size of syllables were used 
to trained, there were 160 unique isolated words 
with 430 syllables represents 216 unique 
syllables, but in a phoneme-based model there 
were 37 phones to represent whole words. From 
the scatter diagram, it is clear that as the 
increase the training data size, the phoneme-
based sub-word modelling performed better for 
isolated word speech recognition in the Tamil 
language. The result clearly indicates that these 
two models can be recommended for small 
vocabulary isolated word speech in the Tamil 
language. Further work is needed to improve 
automatic speech recognition of Tamil language. 
There are four key area: the development of 
Tamil speech corpus, improved language 
modelling, the development of acoustic models 
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for speech recognisers and the applications of 
those speech recognisers. 
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